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ABSTRACT 

Purpose: The purpose of this article is to explain the key reasons for the existence of statistics 

in doctoral-level research, why and when statistical techniques are to be used, how to 

statistically describe the units of analysis/samples, how to statistically describe the data 

collected from units of analysis/samples; how to statistically discover the relationship between 

variables of the research question; a step-by-step process of statistical significance/hypothesis 

test, tricks for selecting an appropriate statistical significance test, and most importantly which 

is the most user-friendly and free software for carrying out statistical analyses. In turn, guiding 

Ph.D. scholars to choose appropriate statistical techniques across various stages of the 

doctoral-level research process to ensure a high-quality research output. 

Design/Methodology/Approach: Postmodernism philosophical paradigm; Inductive 

research approach; Observation data collection method; Longitudinal data collection time 

frame; Qualitative data analysis.  

Findings/Result: As long as the Ph.D. scholars can understand i) they need NOT be an expert 

in Mathematics/Statistics and it is easy to learn statistics during Ph.D.; ii) the difference 

between measures of central tendency and dispersion; iii) the difference between association, 

correlation, and causation; iv) difference between null and research/alternate hypotheses; v) 

difference between Type I and Type II errors; vi) key drivers for choosing a statistical 

significance test; vi) which is the best software for carrying out statistical analyses. Scholars 

will be able to (on their own) choose appropriate statistical techniques across various steps of 

the doctoral-level research process and comfortably claim their research findings. 

Originality/Value: There is a vast literature about statistics, probability theory, measures of 

central tendency and dispersion, formulas for finding the relationship between variables, and 

statistical significance tests. However, only a few have explained them together 

comprehensively which is conceivable to Ph.D. scholars. In this article, we have attempted to 

explain the reasons for the existence, objectives, purposes, and essence of ‘Statistics’ briefly 

and comprehensively with simple examples and tricks that would eradicate fear among Ph.D. 

scholars about ‘Statistics’.   

Paper Type: Conceptual.  

Keywords: Research Methodology; Research Design; PhD; Ph.D.; Coursework; Doctoral 

Research; Statistics; Statistical Techniques; JASP; Measures of Central Tendency; Measures 

of Dispersion; Mean; Median; Mode; Skewness; Kurtosis; Range; Standard Deviation; 

Coefficient of Variation; Type 1 Error; Type 2 Error; Significance Level; Alpha; Beta; Null 

Hypothesis; Research Hypothesis; Alternate Hypothesis; Hypothesis Testing; Significance 

Testing; Statistical Significance; Descriptive Statistics; Inferential Statistics; Parametric Test; 

Non-parametric test; Normal Distribution; Bell Curve; Postmodernism 

1. BACKGROUND : 

A majority of stakeholders in the research education system have a lower level of clarity about the most 
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important and indispensable steps of the doctoral-level research process i.e., i) statistically describing 

units of analysis/samples and data; ii) statistically discovering the relationship between variables of the 

research question; iii) testing the statistical significance of the relationship discovered. A majority of 

them guide the Ph.D. scholars to begin the journey without educating the scholars about the most 

important aspects/objectives/purposes of statistical techniques. They also mandate that scholars use 

certain statistical techniques that are commonly used in a discipline or the one with which they are 

comfortable. In addition, there is a humongous confusion about i) whether the scholar needs to be an 

expert in Mathematics/Statistics?; ii) the difference between measures of central tendency and 

dispersion; iii) the difference between association, correlation, and causation; iv) difference between 

null and research/alternate hypotheses; v) difference between Type I and Type II errors; vi) key drivers 

for choosing a statistical significance test. This lower level of clarity and the beginning of the Ph.D. 

journey without a clear understanding of the objectives/purposes of the statistical techniques is making 

it difficult for Ph.D. scholars to complete the journey successfully and most importantly if some scholars 

complete their Ph.D. journey successfully, their awareness about the ‘Why’ they used certain statistical 

techniques is very low. We believe that if the scholars can begin their Ph.D. journey by allocating a 

higher level of focus and time toward understanding key objectives/purposes of the existence of 

statistical techniques and their role in the doctoral-level research their journey will be with a very lower 

level of complications. But this reality is knowingly or unknowingly, intentionally, or unintentionally 

suppressed by a majority of stakeholders in the research education system in India. In other words, this 

suppressed reality has resulted in creating humungous confusion among Ph.D. scholars in India about 

the existence of statistics in doctoral-level research and created fear among scholars about ‘Statistics’. 

Furthermore, various research studies have identified factors affecting the Ph.D. success rate across the 

world. “To name a few a) scholar-supervisor/guide relationship; b) mentorship; c) dissertation process; 

d) role of the department; e) role of peer qualities; f) transformational learning experience provided; g) 

level of curiosity and interest in reviewing the existing literature; h) planning and time management 

skills; i) level of creative thinking and writing skills; j) amount of freedom in the research project; k) 

level of a supportive environment for Ph.D. scholars’ well-being; l) higher-education practices; m) 

supervisors’ research capabilities and gender; n) expectations set by the research environment; o) Ph.D. 

scholars’ expectations; p) support network; q) level of Ph.D. scholars’ socialization with the research 

community; r) Ph.D. scholars’ navigation system; s) different terminologies for various components of 

doctoral-level research are given by different disciplines creating undue confusion in scholars’ minds; 

t) data collection methods which just play the role of data collection and it is just one of the steps of the 

doctoral-level research process being portrayed as the research methodology/design; u) scholars’ 

inability to identify their genuine interest in a fact/phenomenon/reality/truth/dependent variable, 

intensive review of existing literature, locating an important research gap, and finally formulating a 

research question; v) a lower level of clarity about the most important and indispensable step of the 

doctoral-level research process i.e., choosing an appropriate research philosophical paradigm that lays 

stepping stones toward answering the research question in a scientific and scholarly way; w) a lower 

level of clarity about the most important and indispensable step of the doctoral-level research process 

i.e., choosing an appropriate research approach/reasoning that paves path for decision concerning data 

collection and analysis; x) a humongous confusion among Ph.D. scholars in India about the difference 

between research methodology/design and research data collection methods; y) lower level of clarity 

and the beginning of the Ph.D. journey without a clear understanding of the essence of research data 

collection time frames; z) lower level of clarity about the right sample size and appropriate sampling 

techniques; aa) lower level of clarity about the difference between Mechanical/Electrical/Electronic 

instruments and Human instruments, the difference between ‘Adopted’, ‘Adapted’, and ‘Developed’ 

Human instruments, and difference between validity and reliability” [1-55]. 

One thing Ph.D. scholars must always remind themselves of throughout their Ph.D. journey is the fact 

that they will be awarded a Ph.D. degree for doing doctoral-level research. Doing doctoral-level 

research and generating research outputs such as research articles and a thesis determines the probability 

of success in getting a Ph.D. degree. The first step of the doctoral-level research process is identifying 

research gaps and formulating a research question, the second one is choosing an appropriate research 

philosophical paradigm, the third step is choosing an appropriate research approach/reasoning, the 
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fourth step is choosing the appropriate research data collection method choice, the fifth step is choosing 

an appropriate data collection time frame, the sixth step is to derive the sample size, the seventh step is 

to choose samples from the research population, the eighth step is to select a data collection instrument, 

the ninth step is checking the calibration, validity, and reliability of the data collection instrument, the 

tenth step is collecting the data using the data collection instrument, the eleventh step is describing the 

samples/units of analysis and collected data, the twelfth step is discovering relationship between 

variables, and the thirteenth step is testing the statistical significance of the relationship discovered  [48]. 

It is thus inevitable and imperative that Ph.D. scholars understand the essence of statistical techniques. 

The doctoral-level research which is the single most important requirement of the Ph.D. program is 

cognitively demanding and intends to create researchers who can create new knowledge or interpret 

existing knowledge about reality by using different perspectives, paradigms, and reasoning. Knowledge 

sharing requires autonomy, good quality time, a stress-free brain for deep thinking, and the freedom to 

look for more meaningful findings. This is the single most important reason for making doctoral-level 

research flexible wherein the scientific and scholarly world gives autonomy to Ph.D. scholars to 

formulate their question and answer it within 3-6 years using an appropriate research 

approach/reasoning. Nevertheless, only 50% of scholars admitted to Ph.D. in India completed, and that 

too in ten years whether or not they are aware of the importance of reasoning in doctoral-level research 

[46]. 

Choosing appropriate statistical techniques is one of the most important decisions scholars need to make 

during their Ph.D. journey and selection of appropriate statistical techniques depends upon i) the type 

of the research question (descriptive; relational; causal) [49]; ii) the research philosophical paradigm 

(positivism; interpretivism; critical realism; postmodernism; pragmatism) [50]; iii) the research 

approach/reasoning (deductive; inductive; abductive) [51]; iv) time available for scholars to collect data 

[46]; v) data collection method and method choice [52]; vi) resources that are available for scholars to 

collect data [46]; vii) data collection time frame choice [53]; vii) sample size and sampling technique 

chosen [54]; viii) data collection instrument [55]. 

2. OBJECTIVE : 

There is a humongous confusion among Ph.D. scholars in India about i) whether the scholars need to 

be an expert in Mathematics/Statistics?; ii) the difference between measures of central tendency and 

dispersion; iii) the difference between association, correlation, and causation; iv) difference between 

null and research/alternate hypotheses; v) difference between Type I and Type II errors; vi) key drivers 

for choosing a statistical significance test; vi) which is the best software for carrying out statistical 

analyses. Furthermore, choosing appropriate statistical techniques before claiming the research findings 

is very important during doctoral-level research as this determines the quality of research and research 

output. Owing to such confusion the key objective of this article is to explain the reasons for the 

existence of statistics in doctoral-level research, why and when statistical techniques are to be used, 

how to statistically describe the units of analysis/samples, how to statistically describe the data 

collected from units of analysis/samples; how to statistically discover the relationship between 

variables of the research question; step-by-step process of statistical significance test, tricks for 

selecting an appropriate statistical significance test, and most importantly which is the most user-

friendly and free software for carrying out statistical analyses. In turn, guiding them to choose 

appropriate statistical techniques across various stages of the doctoral-level research process to ensure 

a high-quality research output. In addition, our key objective is to eradicate fear among Ph.D. scholars 

about ‘Statistics’ and impart knowledge about statistical techniques with the help of simple examples 

and tricks. 

3. WHY AND WHEN STATISTICS IS REQUIRED DURING PH.D.? : 

Scholars might think about whether they are good at Mathematics/Statistics. However, they need to be 

cognizant of the fact that, Statistics is not Mathematics! and does not require talent or previous 

association with subjects concerning Mathematics/Statistics. It just requires hard work, and more than 

the hard work requires scholars to focus on the purpose of deriving sample size and the role of statistical 

techniques. Scholars need not be an expert in Mathematics or Statistics and most importantly they are 

not required to memorize the formulas. They just need to know why they have taken the help of a 

http://www.srinivaspublication.com/


International Journal of Management, Technology, and Social 

Sciences (IJMTS), ISSN: 2581-6012, Vol. 7, No. 2, November 2022 
SRINIVAS 

PUBLICATION 

H. R. Ganesha, et al. (2022); www.srinivaspublication.com 

 

PAGE 518 

 

 

particular formula. Statistics also uses numbers, but numbers are not the primary focus. It is a form of 

inductive reasoning that uses mathematics as one of its tools to discover new knowledge. It is a thinking 

tool and science of learning from data [46] [58-62]. Scholars need the help of statistical techniques to 

i) describe samples/units of analysis and the data collected from them; ii) discover the relationship 

between variables of the research question; iii) test the significance of the relationship discovered. 

4. DESCRIBING SAMPLES/UNITS OF ANALYSIS AND THE DATA COLLECTED FROM 

THEM : 

Once scholars have completed the data collection using the data collection instruments chosen and they 

are checked for their calibration, validity, and reliability in the previous steps. Now in step eleven of 

the doctoral-level research process, they need to describe the data they have collected related to 

respondents/participants/subjects/groups/units of analysis/samples and other variables of their research 

question. Scholars must be aware that during their Ph.D., they are required to describe their 

samples/units of analysis and data only using statistical techniques commonly known as Measures of 

Central Tendency and Measures of Dispersion. Before we explain these measures we need to 

understand an important aspect of these measures that are popularly known as the Normal Distribution 

Curve/Bell Curve (The shape of a bell). 

 
 

Fig. 1: Normal distribution/Bell curve [56] 

The normal distribution is a continuous probability distribution wherein values lie symmetrically and 

are mostly situated around the mean (average). In a normal distribution, data is symmetrically 

distributed with no skew. When plotted on a graph, the data follows a bell shape, with most values 

clustering around a central region (mean) and tapering off as they go further away from the center 

(mean). All kinds of variables in Natural and Social sciences are normally or approximately normally 

distributed. Height, birth weight, reading ability, job satisfaction, or NET scores are just a few examples 

of such variables. Because normally distributed variables are so common, many statistical tests are 

designed for normally distributed populations. Understanding the properties of normal distributions 

means scholars can use inferential statistics to compare different groups and make estimates about 

populations using samples. Figure 1 illustrates the standard characteristics of a normal curve. The center 

point or the ‘Peak’ of the curve is the mean (average) of the data; the whole area to the left of the center 

point is the ‘Left-side’ of the normal curve; the whole area to the right of the center point is ‘Right-side’ 

of the normal curve. We can see that the Left and Right sides of the curve are symmetrical. The measures 

of central tendency focus on ‘How close’ each data point is to the peak/center/mean/average whereas 

the measures of dispersion focus on ‘How far’ each data point is from the peak/center/mean. 
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4.1. Describing Data Using Measures of Central Tendency : 

As we are aware, scholars might be collecting a huge amount of data and it is impossible to describe 

the data of each respondent/participant/subject/group/unit of analysis/sample and each variable of the 

research. To describe the data collected in simple ways scholars must use the measures of central 

tendency. Simply, the measures of central tendency try condensing larger data into a single 

figure/number that is capable of conveying important information about the data, and instead of 

studying the entire data, it is sufficient to understand the single figure/number that gives a rough idea 

about the entire data scholars have collected [63-71]. Key measures of central tendency are Mean 

(arithmetic; geometric; harmonic); Median; Mode; Skewness; Kurtosis. 

4.1.1. Mean : 

Mean is the sum of a collection of numbers divided by the count of numbers in the collection. The 

collection is often a set of results of an experiment or an observational study, or frequently a set of 

results from a survey. The term arithmetic mean is preferred in some contexts in mathematics and 

statistics because it helps distinguish it from other means, such as the geometric mean and the harmonic 

mean. The arithmetic mean is appropriate if the values have the same units of measurement, whereas 

the geometric mean is appropriate if the values have different units of measurement. The harmonic 

mean is appropriate if the data values are ratios of two variables with different measures, called rates. 

Scholars can use the below formula (1) to calculate the Mean of their data set. 

 

 

 

(1) 

4.1.2. Median : 

It is the value separating the higher half (50%) from the lower half (50%) of a data sample, a population, 

or a probability distribution. The median is that value in the distribution such that 50 percent of 

observations are below it and 50 percent are above it. For a data set, it may be thought of as the middle 

value. The median for ungrouped data is defined as the middle value when the data is arranged in 

ascending or descending order of magnitude. The basic feature of the median in describing data 

compared to the mean is that it is not skewed by a small proportion of extremely large or small values, 

and therefore provides a better representation of a ‘typical’ value. Scholars can use the below formula 

(2) to calculate the Median of their data set. 

4.1.3. Mode : 

It is the point of maximum frequency in a distribution around which other items of the set cluster 

densely. The mode should not be computed for ordinal or interval data unless these data have been 

grouped first. Scholars can use the below formula (3) to calculate the Mode of their data set. 

 

 

 

 
(2) 
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(3) 

4.1.4. Skewness : 

It measures the lack of symmetry in the distribution, meaning whether the left and right sides of the 

distributed data are equal or not. In the case of symmetrical distribution Mean = Median = Mode, for a 

positively skewed distribution, Mean > Median > Mode, and in the case with a negatively skewed 

distribution where Mean < Median < Mode. Figure 2 illustrates these three possible Skewness. 

Skewness is measured by calculating the difference between mean and mode. The skewness 

number/figure also tells us about the direction of outliers. A skewness value greater than 1 or less than 

-1 indicates a highly skewed distribution. A value between 0.5 and 1 or -0.5 and -1 is moderately 

skewed. A value between -0.5 and 0.5 indicates that the distribution is fairly symmetrical. Scholars can 

use the below formula (4) to calculate the Skewness of their data set. 

 

Skewness = Mean–Mode 

(4) 

 
Fig. 2: Three possible Skewness in the distribution 

4.1.5. Kurtosis : 

In probability theory and statistics, Kurtosis is a measure of the ‘tailedness’ of the probability 

distribution of a real-valued random variable. For kurtosis, the general guideline is that if the number is 

greater than +1, the distribution is too peaked. Likewise, a kurtosis of less than –1 indicates a 

distribution that is too flat. Figure 3 illustrates these three types of possible Kurtosis. 

 
Fig. 3: Three possible Kurtosis in the distribution 
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4.2. Describing Data Using Measures of Dispersion : 

Measures of central tendency locate the center of a distribution. However, they do not provide enough 

information to scholars to fully understand the distribution being examined. Measures of central 

tendency do not indicate how items are spread out on either side of the peak/center/mean of the 

distribution curve and this is the key reason for scholars to use the measures of dispersion to understand 

how far from the mean their data set is spread [72-81]. Key measures of dispersion are Range; Standard 

Deviation; Coefficient of Variation;  

4.2.1. Range : 

It is the difference between the highest (maximum) value and lowest (minimum) value in an ordered 

set of values. It is also the size of the smallest interval (statistics) which contains all the data and provides 

an indication of statistical dispersion. It is measured in the same units as the data. Since it only depends 

on two of the observations, it is most useful in representing the dispersion of small data sets. It is also 

a commonly used measure of the variability of the data which gives a rough idea of how widely spread 

out the most extreme observations are but gives no information as to where any of the other data points 

lie. Scholars need to be careful as the Range of their data set can be misleading when they have outliers 

in their data set. One extreme value in the data will give scholars a completely different range. Scholars 

can use the below formula (5) to calculate the Range of their data set. 

 

 

X max = Highest value in the data set 

X min = Lowest value in the data set 

(5) 

4.2.2. Standard Deviation : 

It is a measure of the amount of variation or dispersion of a set of values. A low standard deviation 

indicates that the values tend to be close to the mean of the data set, while a high standard deviation 

indicates that the values are spread out over a wider range. Is most commonly represented in 

mathematical texts and equations by the lower-case Greek letter sigma σ, for the population standard 

deviation, or the Latin letter s, for the sample standard deviation. It is expressed in the same unit as the 

data. Scholars can use the below formula (6) to calculate the Standard Deviation of their data set. 

 

 

(6) 

4.2.3. Coefficient of Variance : 

When the units of measurement are different for different variables in the case of multiple distributions 

a relative measure of dispersion is used which is known as the coefficient of variance. This measure is 

independent of the unit of measurement. Also known as relative standard deviation. It is often expressed 

as a percentage (%). It shows the extent of variability with the mean. In most cases, a coefficient of 

variance is computed for a single independent variable with numerous, repeated measures of a 

dependent variable. Scholars can use the below formula (7) to calculate the Coefficient of Variance of 

their data set. 
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Coefficient of Variance = Standard Deviation ÷ Mean 

(7) 

In addition to measures of central tendency and dispersion, scholars must also ensure they have 

described the data using Relative and Absolute frequencies. The absolute frequency describes the 

number of times a particular value for a variable has been observed to occur. A relative frequency 

describes the number of times a particular value for a variable has been observed to occur concerning 

the total number of values for that variable. 

We have shown the difference among all the measures of central tendency and dispersion in table 1. 

For example, if scholars have a data set about the age of Seven Samples viz 23, 26, 26, 26, 28, 35, and 

54 years, the Mean age is 31 years; Median of the age is 26 years; the Mode of age is 26 years; Skewness 

is 5; Range is 31 years; Standard Deviation is 11 years; Coefficient of Variance is 35.5%. This was a 

simple example. Imagine if we have 100/1000/10000 such data points and using the measures of central 

tendency scholars can calculate the Mean, Median, and Mode of these data points to describe their data 

in simple and understandable figures/numbers. 

Table 1: An example of Measures of Central Tendency and Dispersion 

 

5. DISCOVERING THE RELATIONSHIP BETWEEN VARIABLES OF THE RESEARCH : 

Once scholars have understood the entire data collected about respondents/participants/subjects/ 

groups/units of analysis/samples and variables of the research question with the help of Measures of 

Central Tendency and Measures of Dispersion they are now ready for discovering the relationship 

among variables of their research question which was the main goal of research during the Ph.D. 

program. In step twelve of the doctoral-level research process, scholars are now required to discover 

this relationship with the help of statistical techniques. Scholars must be aware that knowing the 

relationship between variables of their research question is the key objective. Only when we know the 

relationship we will be able to solve the research problem or answer the research question 

scientifically/scholarly. There are majorly three types of relationships scholars can discover between 

variables of their research question such as i) Association, ii) Correlation, and iii) Causation [82-88]. 

5.1. Association : 

In the case of an association, we study the relationship between two attributes that are not measurable 

quantitatively (Nominal/Unordered data). Association is evaluated in the case of attributes. An attribute 

divides the whole group into two classes, one possessing the attribute and another not possessing the 

attribute (Dichotomous). The coefficient of association indicates an association between two attributes 

and also whether the association is positive or negative. With the help of the coefficient of association, 

we cannot find the expected change in ‘A’ (attribute 1) for a given change in ‘B’ (attribute 2) and vice-

versa. Attributes ‘A’ and ‘B’ are associated only if they appear together in a greater number of cases 

than is to be expected if they are independent. The coefficient of association can be calculated using the 
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formula (8). Scholars are required to be cautious before claiming any association between Variables 

and we strongly suggest scholars consider following the below two steps before claiming an association. 

Do note that the coefficient of association can only disclose the direction of the association (Negative/ 

Positive/Neutral) and not the magnitude of the association (Poor/Moderate/Strong). 

 

 

 

(8) 

 Step 1 – Initial Association - First, find the initial association. For example, finding an 

association between ‘Ph.D. Type’ (Full-time/Part-time) and ‘Scholars’ Active Status’ 

(Active/Inactive). 

 Step 2 – Final Association - After finding the initial association now try to refine the initial 

association by introducing another attribute about the main Variables. For example, refining 

the initial association found between ‘Ph.D. Type’ (Full-time/Part-time) and ‘Scholars’ Active 

Status’ (Active/Inactive) by introducing ‘Gender’ (Male/Female) of the scholar and confirm if 

the initial association found is true for both the Male and Female. This will help scholars check 

if the initial association was spurious or suppressed or correct. Scholars need to ensure like the 

‘Gender’ Variable they have checked all the possible Variables before claiming an association. 

5.2. Correlation : 

In the case of correlation analysis, we will be able to understand the relationship between two variables, 

which we can measure quantitatively (Ordered/Discrete/Continuous). The relationship between two 

variables can be measured by a correlation coefficient, which not only gives the direction 

(Negative/Positive/Neutral) of the relationship but also provides the magnitude of the relationship 

(Poor/Moderate/Strong). The correlation coefficient is a measure of the degree or extent of a linear 

relationship between two Variables. It allows us to understand if two different variables are changing 

at the same time in the same direction, and to estimate the influence level they might have on each other. 

The correlation coefficient of +1 would be a perfect correlation; 0 will be no correlation; -1 is a negative 

correlation. Figure 4 illustrates three different directions of correlation. 

 

 
Fig. 4: Three possible correlations 

Scholars can calculate the correlation using Pearson’s correlation formula (9). A correlation coefficient 

between -0.30 to +0.30 is weak; -0.40 to +0.40 is moderate; -0.70 to +1.00 is strong. 
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(9) 

5.3. Causation : 

A causal relationship exists when one Variable in a data set influences another Variable. Thus, one 

event triggers the occurrence of another event. A causal relationship is also referred to as a cause-and-

effect relationship. Causality is the area of statistics that is commonly misunderstood and misused by 

researchers. In the mistaken belief that because the data shows a correlation it is mistaken as if there is 

an underlying causal relationship. The use of a controlled study is the most effective way of establishing 

causality between variables. Before claiming a causation relation between Variables ensure the 

following. 

 Do a temporal sequencing: ‘x’ (Independent Variable) must come before ‘y’ (Dependent 

Variable). 

 Ensure a non-spurious relationship: The relationship between ‘x’ and ‘y’ cannot occur by chance 

alone. 

 Eliminate alternate causes: Ensure there are no other intervening or unaccounted variable that is 

responsible for the relationship between ‘x’ and ‘y’. 

We recommend scholars understand the key differences between association, correlation, and causation. 

Association is used for variables that are not quantitatively measurable. The presence of a correlation 

is not sufficient to infer the presence of a causal relationship. While causation and correlation can exist 

at the same time, correlation does not imply causation. Correlation is always two ways, whereas a causal 

relationship, by definition, is one-way. For example, just because people in London tend to spend more 

in the shops when it is cold (Winter season) and less when it is hot (Summer season) does not mean 

cold weather causes high spending. A more plausible explanation would be that cold weather tends to 

coincide with Christmas Eve and the New Year Sales Promotions by the Retailers. 

6. TESTING THE SIGNIFICANCE OF THE RELATIONSHIP BETWEEN VARIABLES OF 

THE RESEARCH QUESTION : 

Scholars might think that what is left after all once they have discovered a relationship between 

variables of their research question. Hold on, the research is not yet complete. There are a few more 

steps that require the help of statistical techniques. If scholars had collected a census of the entire 

population (collecting data from each respondent/participant/subject/group/unit of analysis/sample of 

the research population), their job is done after discovering the relationship. However, scholars should 

be cognizant of the fact that they have collected data from a few select units of analysis/samples of the 

research population which means they cannot claim the relationship discovered in the units of 

analysis/samples to be existing in the research population also. In step thirteen of the doctoral-level 

research process, scholars need to now estimate the likelihood of the statistic they observed in the units 

of analysis/samples, being the same as the ‘real’ parameter in the research population. This step is 

commonly known as the Test of Significance/Hypothesis Testing/Inferential Statistics. Let us take a 

look at figure 5, where by doing the test of significance we will now be able to estimate the relationship 

between variables of our research question to the entire research population. The white patches we see 

in the research population are the units of analysis/samples that were chosen for collecting the research 

data.
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Fig. 5: Population and Sample [57] 

The key goal is to use a small sample of data to infer about a larger population. The goal of statistical 

modeling itself is all about using a small amount of information to extrapolate and generalize 

information to a larger group (Population). Use estimated data that value in population and give a 

measure of uncertainty in our estimation. The accuracy of statistical inference depends heavily on the 

sampling technique, and do note that if the sample is not a good representative of the population, the 

generalization will be inaccurate. The idea of inferring about the research population at large with a 

smaller sample is quite intuitive, many statistics we see on social media and the internet are inferential, 

a prediction of an event based on a small sample. The basic goal of the statistical inference/Significance 

test is to draw certain inferences about the variables that characterize the distribution of an interesting 

variable in a particular population based on a random sample. Correct data analysis is crucial. Accurate 

data analysis is required to understand study findings and reach suitable conclusions. Inference serves 

as the foundation for significance/hypothesis testing in statistical analysis. Inference, and by extension 

inferential statistics, was the process of learning something about a population from a sample of that 

population. Given that it is typically not possible to have all the information about a target group, 

Consequently, we obtained information from a few samples of that population. 

What is the likelihood that the association scholars found in the samples are also present in the 

population? What is the likelihood that the relationship scholars believe exists between the variables in 

their research topic is merely a coincidental occurrence? Would scholars still discover the same 

association between their variables in each sample if they took multiple samples from the same 

population? Would a population census reveal the existence of this link in the population from which 

the samples were taken? Or did scholars just happen to make their discovery or find it by chance? The 

significance test estimates the likelihood that the association we found in the samples we used was the 

result of pure random chance. There is never a 100% guarantee that two variables in the samples are 

related to one another. To be regulated, there are too many sources of mistakes, for instance, mistakes 

with sampling, bias in the researcher, issues with validity and dependability, etc. If we assume that our 

finding of a relationship is valid, we can estimate the likelihood of being incorrect using probability 

theory and the normal distribution curve. We refer to our observation, discovery, or finding of the link 

as a statistically significant finding if the likelihood that we are mistaken is low. According to statistical 

significance, there is a strong possibility that our conclusion that a relationship between the Variables 

exists is accurate. Sample Size and Sampling Technique have an immediate impact on it. Because 

practical significance which is independent of sample size must be considered when results are 

statistically significant. Any research discovery must always be evaluated for both statistical and 

practical significance, which is also known as effect size, especially if an experiment was used to gather 

the data. The test of significance or hypothesis test is a step-by-step process. There are four key steps 

for testing the statistical significance of the relationship discovered viz., i) Step 1 - stating the null 
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hypothesis; ii) Step 2 - stating the research/alternate hypothesis; iii) Step 3 - selection of a probability 

of error level i.e., significance level; iv) Step 4 - selection of an appropriate significance test to compute 

the value of the test statistic, compare the test statistic with the standard critical value and make a final 

decision/conclusion/claim about the existence of relationship among variables in the research 

population. 

6.1. Significance Test Step 1 - Stating the Null Hypothesis : 

A null hypothesis usually states that there is no relationship between variables. Do note that stating a 

null hypothesis is mandatory. For example, i) there is no relationship between the length of the ‘facing 

interviews’ training program and the rate of campus placement; ii) longer ‘facing interviews’ training 

programs will place the same number or fewer students into jobs as shorter programs. 

6.2. Significance Test Step 2 - Stating the Research/Alternate Hypothesis : 

A research hypothesis states the expected relationship between/among variables of the research 

question. It is a supposition, proposed explanation, assumed theory, or logical imagination about the 

relationship between variables while formulating the research question in the first step of the doctoral-

level research process. It may be stated in general terms, or it may include dimensions of direction and 

magnitude. For example, i) the length of the ‘facing interviews’ training program is related to the rate 

of campus placement (General hypothesis); ii) the longer the ‘facing interviews’ training program, the 

higher the rate of campus placements (Directional hypothesis); iii) longer ‘facing interviews’ training 

programs will place twice as many students into jobs compared to shorter programs (Magnitude 

hypothesis). Depending upon the type of research question formulated, scholars can state their research 

hypothesis in three ways as listed below. 

Descriptive Hypothesis: Stating the existence, size, form, or distribution of some variable. for example, 

online retail stores (Unit of Analysis) are experiencing high customer traffic (Dependent Variable) due 

to lockdown (Independent Variable). 

Relational Hypothesis: Stating the relationship between two variables concerning the unit of 

analysis/sample. For example, ‘Made in India’ (Independent Variable) products are perceived by Indian 

consumers (Units of Analysis) to be of better quality (Dependent Variable) than ‘Made-in-China’ 

products (Independent Variable). This is an example of an Association hypothesis (The data type of 

Dependent and Independent Variables is Nominal). However, when we state that the variables occur 

together in some specified manner without implying that one causes the other it is known as the 

Correlational hypothesis. For example, rural students (Independent Variable) score (Dependent 

Variable) is lesser in competitive exams than urban students (Independent Variable). 

Causal Hypothesis: Stating that the existence/change in one variable causes/leads to a change in another 

Variable. For example, an increase in campus recruitments (Independent Variable) at the Institute of 

Management and Commerce of Srinivas University (SUIMC) increases admissions (Dependent 

Variable) to ‘SUIMC’ in the next admission cycle. 

6.3. Significance Test Step 3 - Selecting a Probability of Error Level : 

Even in the best research work, there is always a possibility that we will make a mistake regarding the 

relationship between variables. There are two possible mistakes or errors we might make while claiming 

a relationship. The First is called a ‘Type I Error’ that occurs when we assume that a relationship found 

in units of analysis/samples also exists in the population when in fact the evidence is that it does not. In 

a Type I Error, we should accept the null hypothesis and reject the research hypothesis, but the opposite 

occurs. The probability of committing a Type I Error is called ‘alpha’ (Significance Level). The Second 

is called a ‘Type II Error’ that occurs when we assume that a relationship that was found in units of 

analysis/samples does not exist when in fact the evidence is that it does exist in the population. In a 

Type II Error, we should reject the null hypothesis and accept the research hypothesis, but the opposite 

occurs. The probability of committing a Type II error is called ‘beta’. Generally, reducing the possibility 

of committing a Type I Error increases the possibility of committing a Type II Error and vice versa, 

reducing the possibility of committing a Type II Error increases the possibility of committing a Type I 

Error. We should generally try to minimize Type I Errors. An example below might enable us to 
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understand the practical impact of committing Type I and Type II Errors. In the example below let us 

decide, which type of error would we prefer to commit. 

 Research/Alternate Hypothesis: Heavy rain has reduced crop yields in Raichur district, 

making farmers of Raichur district eligible for Government disaster relief fund. 

 Null Hypothesis: Heavy rain has not reduced crop yields in the Raichur district, making farmers 

of Raichur districts ineligible for Government disaster relief funds. 

If a Type I Error is committed by us, then farmers of the Raichur district are assumed to be eligible for 

the disaster relief fund, when it is not (the null hypothesis should be accepted, but it is rejected). The 

Government may be spending disaster relief funds when it should not, and taxes may be raised for 

everyone in the State of Karnataka to recover the relief fund expenses. And if a Type II Error is 

committed by us, then farmers of Raichur district are assumed to be not eligible for the disaster relief 

fund, when they are eligible (the null hypothesis should be rejected, but it is accepted). The Government 

may not spend disaster relief funds when it should, and this might increase the Suicidal rate of farmers 

in the Raichur district. 

In doctoral-level research, scholars are generally required to specify the probability of committing a 

Type I Error that they are willing to accept, i.e., the value of alpha or significance level. If scholars 

belong to the Languages, Education, Social Sciences, Commerce, Management, Economics, or similar 

disciplines, we recommend selecting an alpha/significance level of 0.05 (5%) which means scholars 

want to be 95% confident about their claim (Confidence Level). This also means that scholars are 

willing to accept a probability of 5% of making a Type I Error (assuming a relationship between two 

variables exists when it does not). However, if scholars belong to disciplines or their research is 

involving Public Health, Basic/Natural Science, Engineering, Technology, or similar disciplines where 

a high level of precision is required we recommend setting an alpha/significance level of 0.01 (1%) 

which means 99% Confidence level. Do note that if the relationship between the variables is strong, 

and the level chosen for alpha is 0.05, then moderate or small sample sizes will detect it, and as the 

relationships get weaker, however, and/or as the level of alpha gets smaller, larger sample sizes will be 

needed for the research to reach statistical significance. 

6.4. Significance Test Step 4 -  Calculate Test Statistic : 

It is mandatory for scholars to know the characteristics of the data collected by them as they determine 

what type of significance test among several available tests they can use to calculate the test statistic. 

There are two main characteristics of data as illustrated in figure 6.  Scholars must check whether it is 

Categorical (Qualitative) such as Nominal Unordered (example: male/female; yes/no); 

Ordinal/Ordered/Scale (example: ratings; strongly disagree to strongly agree). Or is it Numerical 

(Quantitative) such as Discrete/Counts (example: number of male students; the number of stores; the 

number of Covid-19 positive cases); Continuous (example: height; weight; sales value)? Scholars must 

note that this is the origin of qualitative and quantitative research and they are nothing to do with 

research methodology/design. They just indicate the type of data used to describe, explain, or claim 

certain findings about reality/fact/phenomenon/dependent variable. Do note that once we calculate the 

test statistic for the data collected we are now left with only comparing the calculated test statistics with 

standard critical values to finalize the research finding/claim about the relationship. There are three 

main types of critical values such as i) Critical values of ‘Chi-square’ distribution; ii) Critical values for 

‘t’ distribution; iii) Critical values of ‘f’ distribution [89-107]. Scholars need not either calculate or 

worry about these standard critical values as these are standard and available openly accessible. The 

biggest question now in the scholars' mind is, if there are many types of tests of significance, how will 

I choose an appropriate one? We have come up with a simple technique for choosing an appropriate 

significance test. Do note that we might come across one or more of the thirteen scenarios when we 

enter the statistical significance test step of the doctoral-level research process. We recommend scholars 

choose a significance test according to the scenario they are into. 
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Fig. 6: Characteristics of data 

6.4.1. Scenario 1 : 

If the data type of the Independent and Dependent Variable is ‘Categorical/Qualitative’, and scholars 

are comparing ‘Two Different Groups’ as shown in figure 7 then scholars can choose either the Chi-

square test of significance or Fisher’s Exact test of significance or Mann-Whitney ‘U’ test of 

significance. 

Chi-square Test of Significance: A Chi-square statistic is one method to show a relationship between 

two Categorical/Qualitative Variables. The Chi-square test for an association that is also called the Chi-

square test for independence is used to find a relationship between two Categorical/Qualitative 

Variables. The Chi-square test can also be used to demonstrate non-association. A Chi-squared statistic 

is a single number that tells scholars how much difference exists between the observed counts and the 

counts scholars would expect if there were no relationship at all in the population. Scholars could also 

use a p-value to decide the inference. Do note that the Chi-square statistic can only be used on numbers 

and should not be used for percentages, proportions, means, or similar statistical values. For example, 

if scholars have 10% of 200 people, scholars will need to convert that to a number (i.e., 20) before 

scholars calculate the test statistic. The Chi-square test statistic can be calculated using the formula (10). 

The decision rule is IF calculated Chi-square is Lesser than the Critical Value then ACCEPT Null 

Hypothesis; IF calculated Chi-square is Greater than the Critical Value then ACCEPT 

Research/Alternate Hypothesis. 

 
 (10) 
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Fig. 7: Combination for Scenario 1   

Fisher’s Exact Test of Significance: Fisher’s Exact test of independence is a statistical test used when 

scholars have two nominal Variables and would like to find out if proportions for one nominal Variable 

are different among values of the other nominal Variable. For experiments with small numbers of 

participants (usually under around 1,000), Fisher’s Exact is more accurate than the Chi-square test. 

Fisher's Exact test is a statistical test used to determine if there are non-random associations between 

two Categorical/Qualitative Variables. It is a multivariate generalization of the hypergeometric 

probability function. Fisher’s Exact test statistic can be calculated using the formula (11). The decision 

rule is IF the calculated p-value is Greater than the Significance level then ACCEPT Null Hypothesis; 

IF the calculated p-value is Lesser than the Significance level then ACCEPT Research/Alternate 

Hypothesis. 

 
 (11) 

Mann-Whitney ‘U’ Test of Significance Test: The Mann-Whitney ‘U’ test is the Non-parametric 

equivalent of the Two-sample t-test. While the t-test assumes the distribution of a population, the Mann-

Whitney ‘U’ test makes no such assumption. The test compares two populations (Groups). The null 

hypothesis for the test is that the probability is 50% that a randomly drawn sample of the first population 

will exceed a sample of the second population. Another option for the null hypothesis is that the two 

samples come from the same population i.e., that they both have the same Median. Assumptions for the 

Mann-Whitney‘ U’ test are i) the Dependent Variable should be measured on an ordinal scale or a 

continuous scale; ii) the Independent Variable should be two independent, Categorical/Qualitative 

groups; iii) observations should be independent, in other words, there should be no relationship between 

the two groups or within each group; iv) observations are not normally distributed. However, they 

should follow the same shape. Mann-Whitney test statistic can be calculated using the formula (12). 

The decision rule is IF the calculated p-value is Greater than the Significance level then ACCEPT Null 

Hypothesis; IF the calculated p-value is Lesser than the Significance level then ACCEPT 

Research/Alternate Hypothesis. 
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Where, 

 

 

 

 

‘n1’ is the number of items in Group 1. 

‘n2’ is the number of items in Group 2. 

‘N’ is the total number of items 

 

 

 

 

                                                     (12) 

6.4.2. Scenario 2 : 

If the data type of the Independent and Dependent Variable is ‘Categorical/Qualitative’ and scholars 

are comparing ‘Two Same Groups’ as shown in figure 8 then scholars can choose either the Wilcoxon 

Signed Rank test of significance or McNemar’s test of significance. 

 
 

Fig. 8: Combination for Scenario 2 

Wilcoxon Signed Rank Significance Test: The Wilcoxon signed rank test also called the Wilcoxon 

signed rank sum test is a non-parametric test. When the word Non-parametric is used, it does not quite 

mean that scholars know nothing about the population. It usually means that scholars know the 

population data does not have a normal distribution. The Wilcoxon signed rank test should be used if 

the differences between pairs of data are non-normally distributed. The Wilcoxon signed rank test 

compares the sample median against a hypothetical median. The Wilcoxon matched-pairs signed rank 

test computes the difference between each set of matched pairs, then follows the same procedure as the 

signed-rank test to compare the sample against some median. Wilcoxon test statistic can be calculated 

using the formula (13). The decision rule is IF the calculated Wilcoxon value is Lesser than the Critical 

Value then ACCEPT Null Hypothesis; IF the calculated Wilcoxon value is Greater than the Critical 

Value then ACCEPT Research/Alternate Hypothesis. 
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(13) 

McNemar’s Test of Significance: McNemar’s test is a Non-parametric test for paired nominal data. It 

is used when scholars are interested in finding a change in proportion for the paired data. For example, 

scholars could use this test to analyze Retrospective Case Studies, where each treatment is paired with 

a control. It could also be used to analyze an experiment where two treatments are given to matched 

pairs. This test is sometimes referred to as McNemar’s Chi-square test because the test statistic has a 

Chi-square distribution. It is the same as Wilcoxon but provides information about any change in the 

distribution also. McNemar test statistic can be calculated using the formula (14). The decision rule is 

IF calculated McNemar Chi-square is Lesser than Critical Value then ACCEPT Null Hypothesis; IF 

calculated McNemar Chi-square is Greater than Critical Value then ACCEPT Research/Alternate 

Hypothesis. 

 

 

‘b’ is the number of items positively changed. 

‘c’ is the number of items negatively changed 

                                                                   

                                                                  (14) 

6.4.3. Scenario 3 : 

If the data type of the Independent and Dependent Variable is ‘Categorical/Qualitative’, and scholars 

are comparing ‘More than Two Same Groups’ as shown in figure 9 then scholars can choose the 

Cochran-Mantel-Haenszel (CMH) test of significance. The CMH test is a test of association for data 

from different groups or stratified data from one group. It is a generalization of the McNemar test, 

suitable for any Experimental design including Case-control studies and Prospective studies. While the 

McNemar can only handle pairs of data i.e., a 2 x 2 contingency table, the CMH test can handle the 

analysis of multiple 2 x 2 x k tables from stratified samples. The results from the tables are weighted 

i.e., given different levels of importance according to the size of the sample in each stratum. For pairs 

of data, the results from CMH and McNemar will be the same. 

                

Where; ‘k’ is the number of variables; ‘N’ is the total number of successes; ‘C’ is the number of 

successes in each experiment/treatment; ‘nf’ is the total number of cases; ‘R’ is the number of successes 

for each case.          

The CMH test statistic is particularly useful in clinical trials, where confounding variables cause extra 

connections between the Dependent Variable and Independent Variable. CMH test statistics can be 

calculated using the formula (15). The decision rule is IF the calculated p-value is Greater than the 

Significance level then ACCEPT Null Hypothesis; IF the calculated p-value is Lesser than the 

Significance level then ACCEPT Research/Alternate Hypothesis. 
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Fig. 9: Combination for Scenario 3 

6.4.4. Scenario 4 : 

If the data type of the Independent and Dependent Variable is ‘Categorical/Qualitative’, and scholars 

are comparing ‘More than Two Different Groups’ as shown in figure 10 then scholars can choose either 

The Kruskal-Wallis ‘H’ test of significance or Goodman and Kruskal’s ‘Gamma’ Coefficient test of 

significance. 

 
 

Fig. 10: Combination for Scenario 4 

The Kruskal-Wallis ‘H’ Test of Significance: The Kruskal-Wallis test is the Non-parametric 

alternative to the One-way ANOVA. Non-parametric means that the test does not assume the data 

comes from a particular distribution. The Kruskal-Wallis ‘H’ test is used when the assumptions for 

ANOVA are not met like the assumption of normality. It is sometimes called the One-way ANOVA on 

ranks, as the ranks of the data values are used in the test rather than the actual data points. The test 

determines whether the Medians of two or more groups are different. The Kruskal-Wallis ‘H’ test will 

tell scholars if there is a significant difference between groups. However, it will not tell scholars which 

groups are different. For that, scholars will need to run the Post-hoc test. The Kruskal-Wallis test 

statistic can be calculated using the formula (16). The decision rule is IF the calculated p-value is 

Greater than the Significance level then ACCEPT Null Hypothesis; IF the calculated p-value is Lesser 

than the Significance level then ACCEPT Research/Alternate Hypothesis. 
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 (16) 

 

Goodman and Kruskal’s Gamma Coefficient Test of Significance: The Gamma coefficient also called 

the Gamma statistic, or Goodman and Kruskal’s Gamma tells us how closely two pairs of data points 

match. Gamma tests for an association between points and also tells us the strength of the association. 

The goal of the test is to be able to predict where new values will rank. The Gamma coefficient ranges 

between -1 and 1. The closer scholars get to a 1 or -1, the stronger the relationship. For some disciplines, 

it may be the preferred method for all ordinal data arranged in a bivariate table. If scholars have two 

dichotomous variables, use Yule’s ‘Q’ instead. The Kruskal Gamma Coefficient test statistic can be 

calculated using the formula (17). The decision rule is IF the calculated p-value is Greater than the 

Significance level then ACCEPT Null Hypothesis; IF the calculated p-value is Lesser than the 

Significance level then ACCEPT Research/Alternate Hypothesis. 

 

 
(17) 

Do note that all the Significance tests from Scenario 1 to 4 are also known as Non-parametric 

significance tests. If the distribution of the data does not follow a Normal Distribution Curve these tests 

are recommended. 

6.4.5. Scenario 5 : 

If the data type of the Independent Variable is ‘Categorical/Qualitative’, Dependent Variable is 

‘Quantitative’, and scholars are comparing ‘Two Same Groups’ as shown in figure 11 then scholars can 

choose Paired t-test of significance. Also known as Student's t-tests is a parametric test based on the 

Student's or t-distribution. Student's distribution is named in honor of William Sealy Gosset (1876–

1937), who first determined it in 1908. Paired t-test is used to determine whether the Mean difference 

between two sets of observations is zero. A Paired t-test is used when we are interested in the difference 

between two Variables for the same Unit of Analysis/Sample/subject/respondent. Often the two 

Variables are separated by time (Before and After; Pre and Post). The Paired t-test is also known as the 

Dependent Samples t-test, the Paired-difference t-test, the Matched Pairs t-test, and the Repeated-

samples t-test. The paired t-test statistic can be calculated using the formula (18). The decision rule is 

IF the calculated p-value is Greater than the Significance level then ACCEPT Null Hypothesis; IF the 

calculated p-value is Lesser than the Significance level then ACCEPT Research/Alternate Hypothesis. 
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(18) 

 
 

Fig. 11: Combination for Scenario 5 

6.4.6. Scenario 6 : 

If the data type of the Independent Variable is ‘Categorical/Qualitative’, Dependent Variable is 

‘Quantitative’, and scholars are comparing ‘Two Different Groups’ as shown in figure 12 then scholars 

can choose the Unpaired t-test of significance. An Unpaired t-test compares the Means of two 

independent or unrelated groups to determine if there is a significant difference between the two. The 

unpaired t-test is also known as the Independent Samples t-test. The Unpaired t-test statistic can be 

calculated using the formula (19). The decision rule is IF the calculated p-value is Greater than the 

Significance level then ACCEPT Null Hypothesis; IF the calculated p-value is Lesser than the 

Significance level then ACCEPT Research/Alternate Hypothesis. 

 
 

Fig. 12: Combination for Scenario 6 
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                                              (19) 

6.4.7. Scenario 7 : 

If the data type of the Independent Variable is ‘Categorical/Qualitative’, Dependent Variable is 

‘Quantitative’, and scholars are comparing ‘More than Two Different Groups’ as shown in figure 13 

then scholars can choose a One-way ANOVA test of significance. ANOVA, which stands for analysis 

of variance. It is used to analyze the difference between the Means of more than two groups. A One-

way ANOVA uses one Independent Variable, while a Two-way ANOVA uses two Independent 

Variables. ANOVA tells scholars if the Dependent Variable changes according to the level of the 

Independent Variable. ANOVA uses the f-test for statistical significance. This allows for the 

comparison of multiple means at once because the error is calculated for the whole set of comparisons 

rather than for each two-way comparison which would happen with a t-test. The decision rule is IF the 

f-critical > f ratio, then ACCEPT Null hypothesis, and there is no relation between the variables under 

observation. If the f-critical < f ratio, then ACCEPT Research/Alternate hypothesis, and in turn, 

supports the idea that the variables affect each other. 

 
 

Fig. 13: Combination for Scenario 7 

6.4.8. Scenario 8 : 

If the data type of the Independent Variable is ‘Categorical/Qualitative’, Dependent Variable is 

‘Quantitative’, and scholars are comparing ‘More than Two Same Groups’ as shown in Figure 14 then 

scholars can choose Two-way ANOVA without Replication. When there is only a single observation 

for each combination of the nominal Variables, there are only two null hypotheses. That the Means of 

observations grouped by one factor are the same, and that the Means of observations grouped by the 

other factor are the same. It is not possible to test the null hypothesis of no interaction. Instead, scholars 
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have to assume that there is no interaction to test the two main effects. When there is no replication, 

scholars calculate the Mean Square for each of the two main effects, and scholars also calculate a total 

Mean Square by considering all of the observations as a single group. The remainder-mean-square 

which is also called the discrepancy or Error Mean Square is found by subtracting the two main effect 

Mean Squares from the Total Mean Square. The f-statistic for the main effect is the main effect Mean 

Square divided by the remainder Mean Square. The decision rule is if the f-critical > f ratio, then 

ACCEPT Null hypothesis. If the f-critical < f ratio, then ACCEPT Research/Alternate hypothesis. 

 
Fig. 14: Combination for Scenario 8 

6.4.9. Scenario 9 : 

If the data type of the Independent Variable is ‘Categorical/Qualitative’, Dependent Variable is 

‘Quantitative’, and scholars are comparing ‘More than Two Different Groups’ as shown in figure 15 

then scholars can choose Two-way ANOVA with Replication test of significance. 

 
Fig. 15: Combination for Scenario 9 

When scholars do a Two-way ANOVA without replication, scholars can still test the two main effects, 

but scholars cannot test the interaction. This means that the tests of the main effects have to assume that 

there is no interaction. If scholars find a significant difference in the Means for one of the main effects, 

scholars will not know whether that difference was consistent for different values of the other main 

effect. When the sample sizes in each subgroup are equal (a balanced design), scholars calculate the 

Mean Square for each of the two factors (the main effects), for the interaction, and for the variation 

within each combination of factors. Scholars then calculate each f-statistic by dividing a Mean Square 

by the within-subgroup Mean Square. When the sample sizes for the subgroups are not equal (an 

unbalanced design), the analysis is much more complicated, and there are several different techniques 
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for testing the main and interaction effects. If scholars are doing a Two-way ANOVA, the statistical 

life will be a lot easier if scholars make it a balanced design. The decision rule is if the f-critical > f 

ratio, then ACCEPT Null hypothesis. If the f-critical < f ratio, then ACCEPT Research/Alternate 

hypothesis. 

6.4.10. Scenario 10 : 

If the data type of the Independent Variable is ‘Categorical/Qualitative’, scholars have ‘More than One 

Quantitative Dependent Variables’, and scholars are comparing ‘More than Two Different Groups’ as 

shown in figure 16 then scholars can choose the MANOVA test of significance. Multivariate Analysis 

of Variance (MANOVA) is an extension of the univariate analysis of variance (ANOVA). MANOVA 

is a procedure for comparing multivariate sample Means. As a multivariate procedure, it is used when 

there are two or more Dependent Variables and is often followed by significance tests involving 

individual Dependent Variables separately. The MANOVA will compare whether or not the newly 

created combination differs by the different groups, or levels, of the Independent Variable. In this way, 

the MANOVA essentially tests whether or not the independent grouping variable simultaneously 

explains a statistically significant amount of variance in the Dependent Variable. The calculated test 

statistic of MANOVA is known as Wilks Lambda which ranges from 0 to 1. The decision rule is, that 

the lower the Wilks Lambda, the larger the between-group dispersion. A small (close to 0) value of 

Wilks’ Lambda means that the groups are well separated. a large (close to 1) value of Wilks' Lambda 

means that the groups are poorly separated. 

 
Fig. 16: Combination for Scenario 10 

6.4.11. Scenario 11 : 

If the data type of the Independent Variable is ‘Quantitative’ and scholars have ‘One Independent 

Variable’; the data type of ‘Dependent Variable’ is ‘Quantitative’ and scholars have ‘One Dependent 

Variable’ as shown in figure 17 then scholars can choose Simple Regression test of significance. The 

correlation coefficient measures the strength of the linear relationship between two Variables on a 

continuous scale, whereas regression attempts to determine the strength and character of the relationship 

between one Dependent Variable (usually denoted by ‘y’) and one Independent Variable. It is used 

when scholars want to predict a continuous Dependent Variable from given values of an Independent 

Variable. Do note that with regression analysis, causal relationships among the variables cannot be 

determined. While the terminology is such that we say ‘x’ predicts ‘y’, we cannot state that ‘x’ causes 

‘y’. Scholars need to also look at the R-squared (the coefficient of determination) value that determines 

the proportion of variance in the Dependent Variable that can be explained by the Independent Variable. 

The R-squared value shows how well the data fit the regression model (the goodness of fit). It is always 

recommended to consider the ‘Adjusted r-squared value’ that takes into consideration the number of 

Independent Variables and Samples. This can take any value between 0 to 1. Values above 0.50 are 

acceptable. However, for Basic and Health Sciences it should be a minimum of 0.90. A higher adjusted 

r-squared indicates the forecast/prediction/relational model is a good fit. Be aware that just because 

scholars get a higher r-squared value causal relationships between the Variables cannot be determined. 

http://www.srinivaspublication.com/


International Journal of Management, Technology, and Social 

Sciences (IJMTS), ISSN: 2581-6012, Vol. 7, No. 2, November 2022 
SRINIVAS 

PUBLICATION 

H. R. Ganesha, et al. (2022); www.srinivaspublication.com 

 

PAGE 538 

 

 

In addition to testing the significance of the relationship, Simple Regression helps build predictive 

models. 

 
 

Fig. 17: Combination for Scenario 11 

6.4.12. Scenario 12 : 

If the data type of the Independent Variable is ‘Quantitative’ and scholars have ‘More than One 

Independent Variable’; the data type of ‘Dependent Variable’ is ‘Quantitative’ and scholars have ‘One 

Dependent Variable’ as shown in figure 18 then scholars can choose Multiple Regression test of 

significance. 

 
 

Fig. 18: Combination for Scenario 12 

Multiple regression is used to analyze the relationship between a single Dependent Variable and several 

Independent Variables. This approach can be applied to analyze multivariate time series data when one 

of the Variables is dependent on a set of other Variables. Scholars can model the Dependent Variable 
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‘y’ on the set of Independent Variables. At any time, an instant when scholars are given the values of 

the Independent Variables (‘x’), scholars can predict the value of ‘y’. Scholars can use multiple linear 

regression when scholars want to know i) how strong the relationship is between two or more 

Independent Variables and one Dependent Variable. For example, how rainfall (Independent Variable 

1), temperature (Independent Variable 2), and amount of fertilizer added (Independent Variable 3) have 

affected the crop growth (Dependent Variable 1); ii) the value of the Dependent Variable at a certain 

value of the Independent Variables the expected yield of a crop (Dependent Variable 1) at certain levels 

of rainfall (Independent Variable 1), temperature (Independent Variable 2), and fertilizer addition 

(Independent Variable 3). 

6.4.13. Scenario 13 : 

If the data type of the Independent Variable is ‘Quantitative’ and scholars have ‘More than One 

Independent Variable’; the data type of ‘Dependent Variable’ is ‘Categorical/Qualitative’ and they have 

‘One Dependent Variable’ as shown in figure 19 then scholars can choose Logistic Regression test of 

significance. The logistic model or logit model is used to model the probability of a certain class or 

event existing such as active/inactive; pass/fail; win/lose; yes/no; healthy/sick, etc. This can be extended 

to model several classes of events such as determining whether an image contains a Dog, Cat, Lion, etc. 

each event would be assigned a probability between 0 and 1, with a sum of one. Logistic regression was 

used in the Biological Sciences in the early twentieth century. Later it became famous in many Social 

Science, Management, and Economics Applications. Logistic regression is easier to implement and 

interpret, and very efficient to train. If the number of observations (Sample Size) is lesser than the 

number of features (Variables), logistic regression should not be used, otherwise, it may lead to 

overfitting. 

 
 

Fig. 19: Combination for Scenario 13 

Do note that all the Significance tests from Scenario 5 to 13 are also known as Parametric significance 

tests. If the distribution of the data follows a Normal Distribution Curve these tests are recommended. 

6.4.13. Summary of 13 Scenarios : 

For a quick check, we have tabled all these thirteen scenarios in one summary table as shown in table 

2. Before scholars chose a significance/hypothesis test scholars must ensure they have quickly glanced 

through this table and are clear about their decision about selecting a particular significance/hypothesis 

test. Most statistical software is programmed to understand the data type of variables and accordingly 

allows scholars to choose a particular significance/hypothesis test. However, it is the scholars’ 
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responsibility to understand why a particularly significant test is chosen. Furthermore, they can also 

choose the significance tests based on the normality of their data set. 

Table 2: Summary table of possible Scenarios 

 

We know that scholars might think about how they are going to calculate the test statistic even if they 

have chosen an appropriate test of significance. Scholars need not worry. They have a ‘Facilitator’ 

known as Statistical Software that will help them calculate test statistics for their data set in nearly no 

time. We have listed a few software that scholars can use for statistical analyses. 

Paid Statistical Software: Microsoft XLSTAT; IBM SPSS; Tableau; Minitab; R; SAS; Amos; Smart-

Pls. 

Free Statistical Software: Microsoft Excel Data Analysis Tool and Solver; JASP (Jeffreys's Amazing 

Statistics Program [108]). 

We recommend scholars use JASP which is a free and open-access statistical software. It is managed 

by the University of Amsterdam which is one of the Top 100 Universities in the World. Do note that 

there are plenty of YouTube videos that can demonstrate every aspect of JASP software in detail. 

7. CONCLUSION : 

Ph.D. scholars might think about whether they are good at Mathematics/Statistics. However, they need 

to be cognizant of the fact that, Statistics is not Mathematics! and does not require talent or previous 

association with subjects concerning Mathematics/Statistics. It just requires hard work, and more than 

the hard work requires scholars to focus on the purpose of deriving sample size and the role of statistical 

techniques. Scholars need not be an expert in Mathematics or Statistics and most importantly they are 

not required to memorize the formulas. They just need to know why they have taken the help of a 

particular formula. Statistics also uses numbers, but numbers are not the primary focus. It is a form of 

inductive reasoning that uses mathematics as one of its tools to discover new knowledge. It is a thinking 

tool and science of learning from data [46] [58-62]. Scholars need the help of statistical techniques to 

i) describe samples/units of analysis and the data collected from them; ii) discover the relationship 

between variables of the research question; iii) test the significance of the relationship discovered. 

A majority of scholars avoid formulating ‘Relational’ and ‘Causal’ types of research questions as they 

http://www.srinivaspublication.com/


International Journal of Management, Technology, and Social 

Sciences (IJMTS), ISSN: 2581-6012, Vol. 7, No. 2, November 2022 
SRINIVAS 

PUBLICATION 

H. R. Ganesha, et al. (2022); www.srinivaspublication.com 

 

PAGE 541 

 

 

need to be answered with the help of statistical techniques. ‘Descriptive’ type of research question is 

the most preferred research question formulated by scholars who are scared of ‘Statistics’. Furthermore, 

a majority of Ph.D. scholars out of enthusiasm formulate a ‘Relational’ or ‘Causal’ type of research 

question and when they reach the steps that require them to use appropriate statistical techniques they 

become blank. This is merely happening because scholars are not imparted knowledge about the 

irreplaceable benefits of ‘Statistics’ in doctoral-level research. Ph.D. scholars must understand that 

statistical techniques are just a tiny part of the overall doctoral-level research and they exist only to help 

scholars come up with research findings/claims that are comfortably acceptable to the research 

community globally [47]. 

It is the responsibility of every stakeholder in the research environment and system to ensure that the 

scholars are made aware of every step involved in carrying out doctoral-level research in addition to the 

objectives, purpose, essence, and reasons for the existence of statistical techniques in the doctoral-level 

research which would enable them to choose appropriate statistical techniques to achieve their key 

research objective during the Ph.D. journey. Designing robust coursework that is intended to create 

awareness about statistics and statistical techniques is an appropriate way of fulfilling this 

responsibility. As long as the Ph.D. scholars can understand i) they need NOT be an expert in 

Mathematics/Statistics and it is easy to learn statistics during Ph.D.; ii) the difference between measures 

of central tendency and dispersion; iii) the difference between association, correlation, and causation; 

iv) difference between null and research/alternate hypotheses; v) difference between Type I and Type 

II errors; vi) key drivers for choosing a statistical significance test; vi) which is the best software for 

carrying out statistical analyses. Scholars will be able to (on their own) choose appropriate statistical 

techniques across various steps of the doctoral-level research process and comfortably claim their 

research findings. 
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